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Introduction Method Experiments

➢ Recent methods DeepFit and AdaFit employ a DNN to learn point-

wise weights for WLS fitting, leading to good normal estimation 

quality, precise normal estimation in complex regions are still difficult

Paper and Code

https://arxiv.org/abs/2207.11484
https://github.com/UestcJay/GraphFit

Goal

Contribution
➢ We propose a new method for accurate and robust normal 

estimation via the graph-convolutional feature learning

➢ We design an adaptive module using the attention mechanism to 

fuse the point features with its neighboring features

➢ We introduce a multi-scale representation module to extract more 

expressive features

Overview: GraphFit ➢GraphFit achieves the SOTA on common benchmarks.

Visualization Results

Graph Block

➢ Previous methods directly adopt patches for normal estimation, and 

usually ignore intrinsic relationship between points in the same patch

➢ Estimate the normal for unstructured point clouds

Insights

Adaptive Module

Multi-scale Layer

➢Feature F = 𝑓𝑖 𝑖 = 1,2, … ,𝑁𝑝 𝜖ℝ𝑁𝑝×𝐶 correspond to  the input 

patch 𝑁𝑘 𝑝𝑖 𝜖ℝ𝑁𝑝×3. Like DGCNN[1], we get local neighborhood 

information 𝑓𝑖
′ for each input feature 𝑓𝑖
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Applications

noise removal surface reconstruction 

https://aka.ms/X-CLIP

